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% WHY THESE “IDEAS” MATTER:

THE MINDSET OF THE INDUSTRY

*Key Ideas in Machine Learning Literature

® Algorithms
®* Math

® Representative of Industry Mindset: Top 2 most popular

books in Master Data Science programs

* #1: Hastie, Trevor, Robert Tibshirani, and Jerome Friedman. The Elements of
Statistical Learning: Data Mining, Inference, and Prediction. 2nd ed. New York:
Springer, 2009.

#2: Bishop, Christopher M. Pattern Recognition and Machine Learning. New York:
Springer, 2006.
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ELEMENTS OF STATISTICAL LEARNING

1. Introduction 10.
11.
12.

5. Basis expansions and regularization  13.
6.
7. Model assessment and selection 14.
8. Model inference and averaging 15.
9. 16.
17.
18. High-dimensional problems
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ALGORITHMS:
PATTERN RECOGNITION AND MACHINE LEARNING

Introduction 11 Sampling Methods
Probability Distributions 12 Continuous Latent Variables
13 Sequential Data
14

Appendix B Probability
Distributions

Appendix C Properties of Matrices
AppendixD  Calculus of Variations

1
2
3
4
5 Appendix A Data Sets
6
7
8
9
1

0 Approximate Inference Appendix E Lagrange Multipliers
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agl,An EXAMPLE OF MATH:
el SAMPLING

From Christopher M.
Bishop, Pattern Recognition
and Machine Learning,

2006, p526.
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Basic Sampling Algorithms

Exercise 11.2

In this section, we consider some simple strategies for generating random samples
from a given distribution. Because the samples will be generated by a computer
algorithm they will in fact be pseudo-random numbers, that is, they will be deter-
ministically calculated, but must nevertheless pass appropriate tests for randomness.
Generating such numbers raises several subtleties (Press et al., 1992) that lie outside
the scope of this book. Here we shall assume that an algorithm has been provided
that generates pseudo-random numbers distributed uniformly over (0, 1), and indeed
most software environments have such a facility built in.

11.1.1 Standard distributions

We first consider how to generate random numbers from simple nonuniform dis-
tributions, assuming that we already have available a source of uniformly distributed
random numbers. Suppose that z is uniformly distributed over the interval (0, 1),
and that we transform the values of z using some function f(-) so that y = f(=z).
The distribution of y will be governed by

dz
p(y) = p(2) a (11.5)

where, in this case, p(z) = 1. Our goal is to choose the function f(z) such that the
resulting values of y have some specific desired distribution p(y). Integrating (11.5)
we obtain

vy
2= h(y) = / p(3) dj (11.6)

—00

which is the indefinite integral of p(y). Thus, y = h~!(z), and so we have to
transform the uniformly distributed random numbers using a function which is the
inverse of the indefinite integral of the desired distribution. This is illustrated in
Figure 11.2.

Consider for example the exponential distribution

p(y) = Aexp(—Ay) 11.7)
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B8 WHAT WE ACTUALLY DO: SAMPLING

Dialog - 3:457:21 - Partitioning

First partition = Flow Variables  Job Manager Selection = Memory Policy

~Choose size of first partition

Absolute

© Relative[%]

Take from top
Linear sampling
© Draw randomly

Stratified sampling [8] survived

Use random seed 22901

Cancel
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4  WHAT DO DATA SCIENTISTS DO¢?
“!" THE “CRISP-DM” PROCESS MODEL

Business

0ss- ndustry tandard rocess ' Understanding
odel for ata ining — CRISP-DM ' '

* Describes Components of Complete
Data Mining Cycle from the Project
Manager’s Perspective

* Shows Iterative Nature of Data

Mining
https: / /en.wikipedia.org/wiki/Cross_Industry_Standard_Process_for_Data_Mining
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Mastering the Rare Art of
Machine Learning Deployment

ERIC SIEGEL

Deployment
Goal

Deploy
Model
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Metrics

Train
Model

Prepare
Data




8 TWELVE IDEAS THAT TRANSFORM OUR MODELS:
s WHAT DATA SCIENTISTS DISCOVER THEY ACTUALLY DO

Business ] . Define the Target Variable Carefully and Correctly

Understanding . Connect the measure of model success to the model’s Business Obijective.

. Account for Dummy Variables appropriately (differently from Other Numerical Variables)

Data : . A .
[ P : ] . Create Interaction Features at Scale to Improve Machine Learning Algorithm Accuracy
reparation

. Beware of the Destructive Influence of Irrelevant Variables In Models

. Remember that Even Robust Ensembles Can Overfit
[ Modeling ] . Account for High Class Imbalance with the Algorithm in Mind

. Beware of Ways Even Advanced Algorithms are Fooled By Data

[ Evaluation ] Q. Be Prepared to Quantify Machine Learning Model Prediction Stability.

10. Quantify Variable Importance Related to Its Use When Deployed

[ Deployment ] 11. Prepare for Model Obsolescence: When and How to Rebuild Models
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hx"q TWELVE IDEAS THAT TRANSFORM OUR MODELS

Business ] 1. Define the Target Variable Carefully and Correctly

Understanding 2. Connect the measure of model success to the model’s Business Obijective.

Data
Preparation

[ Modeling ]

[ Evaluation ]

[ Deployment ]
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o EXAMPLE 1: INVOICE “FRAUD”

*Business Objective: provide invoices for

investigators to examine that are “suspicious”

®* Machine Learning Objective:

* Create data: 1 record per invoice

®* Create label for each invoice:
“Suspicious” vs. “Not-Suspicious”
(1/0 Target variable)

© ABBOTT ANALYTICS 2001-2024, ALL RIGHTS RESERVED.




A

o EXAMPLE 2: TAX RETURN NON-COMPLIANCE

* Business Objective: provide auditors

good workload for audit—tax returns mIRS

that are likely to have non-compliance.

®* Target Variable: “Compliant” vs

“Non-Compliant” (1/0 Target variable)

® But, what is “Compliant™2




A

o EXAMPLE 3: NON-PROFIT LAPSED DONOR RECOVERY

* Business Obijective: identify which

lapsed donors can be recovered

* Target Variable: “Recoverable vs. Not Paralvzed Veterans of America

Recoverable” (1/0 Target variable)
and / or

$9$ value of recovery

https: / /kdd.org /kdd-cup /view /kdd-cup-1998 /Data
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s WHAT DATA SCIENTISTS DISCOVER THEY ACTUALLY DO

Business 1. Define the Target Variable Carefully and Correctly
Understanding

3. Account for Dummy Variables appropriately (differently from Other Numerical Variables)

Dat : . 3 g
[ P A ] 4. Create Interaction Features at Scale to Improve Machine Learning Algorithm Accuracy
reparation

5. Beware of the Destructive Influence of Irrelevant Variables In Models

6. Remember that Even Robust Ensembles Can Overfit

[ Modeling ] 7. Account for High Class Imbalance with the Algorithm in Mind
8. Beware of Ways Even Advanced Algorithms are Fooled By Data

[ Evaluation ] Q. Be Prepared to Quantify Machine Learning Model Prediction Stability.
10. Quantify Variable Importance Related to Its Use When Deployed

[ Deployment ] 11. Prepare for Model Obsolescence: When and How to Rebuild Models
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o EXAMPLE 1: INVOICE “FRAUD” SUCCESS

®* Error Metric for Model Selection and

Estimate of Model Effectiveness:

Classification Accuracy




A

o EXAMPLE 1: MITIGATING CIRCUMSTANCES

: The investigators could only process 100

invoices per month
* Operational Implication: |

®* Model Success Implication: Scores for the TM+
invoices after the top 100 are irrelevant.

® Winning algorithm will be the one that identifies the
extreme tail of the distribution the best.
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g EXAMPLE 2: TAX RETURN “NON-COMPLIANCE” SUCCESS

®* Error Metric for Model Selection and

Estimate of Model Effectiveness: mIRS

Classification Accuracy




A

o EXAMPLE 2: MITIGATING CIRCUMSTANCES

: For the IRS, most important outcome is taxpaying

entities who owe IRS

® Avoid “no-change”
® Avoid small changes where ROI is small or even negative @)IRS

* Operational Implication: Workflow Tiers
®* Model outcome 1: send returns to field with positive
expected tax change > $N
®* Model Outcome 2: if more returns needed, send returns

with negative expected tax change > $M

®* All other returns NOT bsent to field
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oy EXAMPLE 3: LAPSED DONOR RECOVERY SUCCESS

®* Error Metric for Model Selection and

Estimate of Model Effectiveness:
ROI

Paralyzed Veterans of America




@
A EXAMPLE 3
: MITIGATING CIRCUMSTANCES

: For the PVA, contacts (treatment) has a cost A

aﬁgP it(gS

® $N per contact means the model should identify those

value exceeds $N

* Operational Implication: ROI Paralyzed Veterans of America

®* Pick model that maximizes the cumulative net revenue of

a set of lapsed donors

®* No machine learning algorithm does this: we have to
impose this metric after the models

minimize/maximize”error” according their algorithm
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s WHAT DATA SCIENTISTS DISCOVER THEY ACTUALLY DO

[ Business ] . Define the Target Variable Carefully and Correctly

Understanding . Connect the measure of model success to the model’s Business Obijective.

. Account for Dummy Variables appropriately (differently from Other Numerical Variables)

Data
Preparation

. Beware of the Destructive Influence of Irrelevant Variables In Models

. Remember that Even Robust Ensembles Can Overfit
[ Modeling ] . Account for High Class Imbalance with the Algorithm in Mind

. Beware of Ways Even Advanced Algorithms are Fooled By Data

[ Evaluation ] Q. Be Prepared to Quantify Machine Learning Model Prediction Stability.

10. Quantify Variable Importance Related to Its Use When Deployed

11. Prepare for Model Obsolescence: When and How to Rebuild Models

[ Deployment ]
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output bias term linear combination of inputs (w are weights)

TARGET_D

LASTGIFT
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&
A DOES NOT NATURALLY FIND INTERACTIONS:

aﬁgP I%S

K MEANS CLUSTERING

T T T T T T T T T T T T T T T

0.524 1.524 2.524 3.524 4.524 5.524 6.524 7.524 8.524 9.524  10.485
0.024 1.024 2.024 3.024 4.024 5.024 6.024 7.024 8.024 9.024 10.024
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A DOES NOT NATURALLY FIND INTERACTIONS:

aﬁgP I%S

SUPPORT VECTOR MACHINES

Support
vectors
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Lopott. INTERACTIONS MATTER: LOGISTIC REGRESSION

Columns: 20 | Column Type

survived 1 String

age Number (double)
pclass_1 Number (integer)
pclass_2 Number (integer)
male Number (integer)
embarked_C Number (integer)
embarked_S Number (integer)
cabin_B Number (integer)
cabin_E Number (integer)
cabin_D Number (integer)
cabin_A Number (integer)
cabin_U Number (integer)
cabin_F Number (integer)
sibsp_0 Number (integer)
sibsp_2_3 Number (integer)
sibsp_4+ Number (integer)
parch_0 Number (integer) P (survived=1) (0.787)
parch_2_3 Number (integer)

parch_4+ Number (integer) P (survived=1)_xactions (0.827)
fare_logl0 Number (double)

True Positive Rate

P (survived=1) (0.787)

P (survived=1)_xactions (0.827)

Add Feqfure; "o, . . : . . X ; 0.8 0.9 1.0
False Positive Rate
Pclass_2 and female

® P (survived=1) @ P (survived=1)_xactions @ random
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Columns: 20 Column Type
survived 1 string

age
pclass_1
pclass_2
male
embarked_C
embarked_S
cabin_B
cabin_E
cabin_D
cabin_A
cabin_U
cabin_F
sibsp_0
sibsp_2_3
sibsp_4+
parch_0
parch_2_3
parch_4+
fare_log10

Add Feature:
Pclass_2 and
female

Number (double)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (double)

True Positive Rate

1.0

INTERACTIONS MATTER: EVEN RANDOM FORESTS!

ROC Curve

P (survived=1) (0.844)

P (survived=1)_xactions (0.906) PR UG] PN

P (survived=1)_xactions (0.906)

0.8 0.9 1.0
False Positive Rate

@® P (survived=1) ® P (survived=1)_xactions @ random
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INTERACTION DETECTION

®* Trees: build 2-level trees

* Use the linear/logistic regression

algorithm itself, loop over all

2-way interactions

® Association rules: build

Support
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613
0.01004613

2-antecedent rules

1

Confidence
34.1176471
5.30164534
3.17982456
3.17982456
8.49194729
16.3380282
16.3380282
3.9862543
7.03030303
13.4570766
9.78077572

Variable
MNGIFTALL
LASTGIFT
Constant

Log-likelihood = -3,322.7813
Mumber of iterations = 8

Lift
3.47151569
4.8576988
1.55197428
1.55197428
4.14465751
4.47697953
4.47697953
1.09232147
1.0945618
2.09515889
0.99520686

Statistics on Logistic Regression

Logit

Coeff.

Consequent
DaysToNextPurchase_le_60
DaysToNextPurchase_4-7
DaysToNextPurchase_le_7
DaysToNextPurchase_le_7
DaysToNextPurchase_le_7
DaysToNextPurchase_le_14
DaysToNextPurchase_le_14
DaysToNextPurchase_le_14
DaysToNextPurchase_le_30
DaysToNextPurchase_le_30
DaysToNextPurchase_le_60

0.0239
-0.0093
-0.0985

Std. Err.
0.0034
0.0028
0.0694

P=|z|
2.33E-12
0.0009
0.1559

7.0132
-3.3185
-1.419

Split Value 1

AssetCount_51-100
ChannelEngagement_8000-20000
AverageDaysBetweenVisits_31-60
PriorPurchase_eq_false
ChannelEngagement_8000-20000
AssetCount_51-100

Split Value 2
PurchaseFlag_eq_true
DaysSincelastPurchase_31-60
DaysSincelastPurchase_null
AverageDaysBetweenVisits_31-60
DaysSincelLastPurchase_ge_91
DaysSincelastPurchase_null

PriorPurchas false | AssetCount_51-100

DaysSincelLastPurchase_ge_91
VisitQuality_1-1000
AssetCount_11-20
ChannelEngagement_1000-3000

© ABBOTT ANALYTICS 2001-2024, ALL RIGHTS RESERVED.

DaysSincelastVisit_61-90
AverageDaysBetweenVisits_le_1
DaysSincelastVisit_8-14
AssetCount_6-10
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agét FINDING INTERACTIONS —

1 38.2 500

USING DECISION TREES —

Color column: survived

Columns: 20 Column Type

age
pclass_1
pclass_2
male
embarked_C
embarked_S
cabin_B
cabin_E
cabin_D
cabin_A
cabin_U
cabin_F
sibsp_0
sibsp_2_3
sibsp_4+
parch_0
parch_2_3
parch_4+
fare_logl0

Number (double)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (integer)
Number (double)

If $pclass_2$ =1
AND $female$ =1

then survived (87.2%)

survived T string <=:o.s >0

W Table:
Category
1

0

Total

W Chart:

1(339/466)

72.7
273 127

35.6 466

Color column: survived

% n

<= 0.5

> 0.5

|

1(245/360)
W Table:
Category %

1(94/106)
W Table:
Category % n

1 68.1
0 319

1 88.7 94
0 113 12

Total 27.5 360
W Chart:
Color column: survived

Total 8.1 106
W Chart:
Color column: survived

0(682/843)
W Table:
Category %
1 19.1
0 80.9
Total 64.4 843
W Chart:
Color column: survived

d
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agrAﬂ FINDING INTERACTIONS VIA EXHAUSTIVE SEARCH:
argycs FACTORIAL DESIGN

Logistic Regression Learner

xaction data col
' |

Table Row to Variable Loop Start driable to Table Ro
®

— ~ 6 model accuracy .
Loop End rank for each metric

1/ ®
Every passible xaction t L-J
-way Interactiom each row

1 atatime ROl value

1. Build every 2-wdy combination of inputs (multiplicative)

1. N choose 2 models
2. Rank combinations by accuracy measure of choice
3. Retain top M 2-way combinations.

© ABBOTT ANALYTICS 2001-2024, ALL RIGHTS RESERVED.




A

ey THE PROBLEM

Table 4-16: Number of Two-Way Interaction Combinations

NUMBER OF VARIABLES NUMBER OF POSSIBLE TWO-WAY INTERACTIONS
PREDICTIVE

5 10 ANALYTICS
10 45

50 1,225
100 4,950
500 124,750
1000 499,500

nnnnnnnnnn

https://www.wiley.com /en-us/Applied+Predictive + Analytics%3A+Principles+and +Techniques+for+the+Professional+Data+Analyst-p-9781118727966
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iy THE PROBLEM

Table 4-16: Number of Two-Way Interaction Combinations

NUMBER OF VARIABLES NUMBER OF POSSIBLE TWO-WAY INTERACTIONS

nnnnnnnnnn

PREDICTIVE
5 10 ANALYTICS
10 45
50 1,225

100
500
1000

4,950
124,750
499,500

https://www.wiley.com /en-us/Applied+Predictive + Analytics%3A+Principles+and +Techniques+for+the+Professional+Data+Analyst-p-9781118727966

Example: Algorithm B4 Recordsgd Inputs*Ed Comboskd Time K
Logistic 95,412 60 1,770 5 hours
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l & Association
Rule Learner

i USE ASSOCIATION RULES TO BUILD INTERACTIONS

2-way interactions

1. Build association rules for all inputs and the target variable
2. Filter out only Consequents that are the target variable.
3. Sort by Confidence or Lift to find strongest rules

association rule parameters Create Collection Column

E'” Association Rule Learner post process rules

42 r=N0

L VUL S
L_J

ooe

2-way interactions
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A@ Association
ET  USE ASSOCIATION RULES TO BUILD INTERACTIONS %

.8
2-way interactions

1. Build association rules for all inputs and the target variable
2. Filter out only Consequents that are the target variable.

3. Sort by Confidence or Lift to find strongest rules

4. Note that there may be “duplicate” rules.

Algorithm B4 Recordsgd Inputs*Ed Comboskd Time K4

Logistic 95,412 60 1,770 5 hours
AR 95,412 264 34,453 2 minutes
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APophs

12. Don’t rely on Generative Al to Do Your Job in Machine Learnin

7 g

Business Data
Understanding g Understanding

Data
3 3 — s Preparation
Deployment ? - ;

Modeling

® ChatGPT
The image was generated using DALL-E, an Al model that creates images from text

© ABBOTT ANALYTICS 2001-2024, ALL RIGHTS RESERVED.



A

Fohs

THE PROMPT FOR CHATGPT 4

* A dataset to analyze with machine learning exists here: [I uploaded the file]. I call it titanic3. It contains 1309
rows and 7 columns. The variable names are in the first row. The target variable is called “survived” and it
contains only values 1 and 0, 1 for survivors, and 0 for non-survivors. ’
The remaining variables can be used as model inputs to predict “survived” equal to 1. The goal is to try to buil
a machine learning model to predict “survived” most accurately and robustly as possible,

. You may use any algorithm
you wish but try at least two different algorithms. Choose the algorithm that has the highest accuracy on hold-
out data, but generate a list of the algorithms used to build models.

* Ifthere are , replace them with the and generate a list of every variable and how many
missing values the data has had filled in.

* Please describe the model accuracy on training data and out-of-sample data you generate from the
original data set, including the baseline rate of survived and the lift at the 3rd decile. Use best practices to
determine how to create training and hold-out data sets. Also, generate a list of the top 3 strongest
predictor variables along with scatterplots plotting their vs the model predictions on held-out data.
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e \WHAT CHATGPT DID: SAMPLING

What ChatGPT Wrote:

®* We'll use a common split ratio of 70% training data and 30% hold-out dataq,
which allows for both robust training and a meaningful evaluation. Let's

proceed with these steps.
®* The dataset has been split into training and hold-out sets:
- Training data: 216 samples

Hold-out data: 393 samples
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o WHAT CHATGPT DID: MODEL ACCURACY

What ChatGPT Wrote:

® Logistic Regression Model
® AUC Score: 0.8646
® Accuracy at 3rd Decile: 0.7786

®* Random Forest Classifier Model
® AUC Score: 0.8432
® Accuracy at 3rd Decile: 0.7634
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i ADDITIONAL PROMPT

* try also to create features to improve model accuracy at the 30% depth

, describe how the
feature was created and redo the same reports -- accuracy at the 30% depth and
AUC on train and hold-out data, and top 3 variables with scatterplots vs.
predicted probability
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8 \WWHAT CHATGPT DID: MODEL ACCURACY

* Let's explore creating some new features from the existing data. Common feature
engineering techniques for this type of data might include:

between pclass and age or fare, to capture the combined
effect of socio-economic status with age or fare paid.

to create categorical age groups, which may help in
capturing non-linear age effects.

to create a 'family size' feature.

® The accuracy at the 3rd decile for both extended models has not changed from the
original models. This indicates that the additional features did not improve the
performance of the models at the 30% depth in predicting survival on the hold-out set.
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A REMINDER: IMPROVEMENT IN ACCURACY FOR LOGISTIC
ahaiics REGRESSION WHEN INCLUDING 1 INTERACTION TERM

Columns: 20 | Column Type

survived 1 String

age Number (double)
pclass_1 Number (integer)
pclass_2 Number (integer)
male Number (integer)
embarked_C Number (integer)
embarked_S Number (integer)
cabin_B Number (integer)
cabin_E Number (integer)
cabin_D Number (integer)
cabin_A Number (integer) 05
cabin_U Number (integer)
cabin_F Number (integer)
sibsp_0 Number (integer)
sibsp_2_3 Number (integer)
sibsp_4+ Number (integer)
parch_0 Number (integer) P (survived=1) (0.787)
parch_2_3 Number (integer) 0.2

parch_4+ Number (integer) P (survived=1)_xactions (0.827)
fare_logl0 Number (double)

True Positive Rate

0.6

0.4

0.3

0.1 P (survived=1) (0.787)
P (survived=1)_xactions (0.827)

Add Feqfu re: 0'oo.o 0.1 0.2 0.3 . . X . 0.8 0.9 10

False Positive Rate
Pclass_2 and female

® P (survived=1) @ P (survived=1)_xactions @ random
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CHATGPT DID GREAT!
BUT CHATGPT MISSED...BEST INTERACTION TERMS

. L3 L] i

Sex | nte ra Ch ons .Consequent B4 SplitValue 1 B2 split value 2 B2 support records B4 Confidence B4 Lift v |
survived_true rules_sex_female rules_pclass_1 0.965 2.527
[ ] F ema | e X p CI ass survived_true rules_sex_female rules_(67,513]_fare_true 0.918 2.404
survived_true rules_sex_female rules_embarked_C 0.903 2.363
. survived_true rules_sex_female rules_pclass_2 0.887 2.322
Male X a ge survived_true  rules_(39,80]_age_true rules_sex_female 0.833 2.182

survived_true rules_sex_female rules_(26,67]_fare_true 0.804 .

® X f are b ins survived_true rules_sex_female rules_(28,39]_age_true

survived_true rules_sex_female rules_[0,8]_fare_false 0.756 .

290
survived_true rules_sex_female rules_(27,28]_age_false 284 0.755 1.976
survived_true rules_(13,26]_fare_false rules_sex_female 57 0.753 1.971

Consequent K4 Split Value 1 B2 split vatue 2 B2 support recordBd Confidencd  Lift K4

survived_false  rules_(8,13]_fare_true rules_sex_male 1.407

survived_false rules_[0,8]_fare_true rules_sex_male 23 0.861 1.393
14

9
survived_false  rules_sex_male rules_pclass_2 5 0.854 1.381
survived_false  rules_sex_male rules_pclass_3 414 0.848 1.372

survived_false  rules_(26,67]_fare_false rules_sex_male 568 0.840 1.359
survived_false  rules_(39,80]_age_true rules_sex_male 1.357
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T CONCLUSIONS

® Incredible Growth in Data Science and Machine Learning

* Depth and Breadth of Education in This Generation of Data Scientists
®* There’s More to Being a Data Scientist than Just the ”Science”
* Keep the Goal of the Analysis in Mind
®* Understand the Limits and Weaknesses of the Science

® Think Before You Deploy!
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s WHAT DATA SCIENTISTS DISCOVER THEY ACTUALLY DO

[ Business ] . Define the Target Variable Carefully and Correctly

Understanding . Connect the measure of model success to the model’s Business Obijective.

. Account for Dummy Variables appropriately (differently from Other Numerical Variables)

Data : . A .
[ P : ] . Create Interaction Features at Scale to Improve Machine Learning Algorithm Accuracy
reparation

. Beware of the Destructive Influence of Irrelevant Variables In Models

. Remember that Even Robust Ensembles Can Overfit
[ Modeling ] . Account for High Class Imbalance with the Algorithm in Mind

. Beware of Ways Even Advanced Algorithms are Fooled By Data

[ Evaluation ] 9. Be Prepared to Quantify Machine Learning Model Prediction Stability.

10. Quantify Variable Importance Related to Its Use When Deployed

11. Prepare for Model Obsolescence: When and How to Rebuild Models

[ Deployment ]
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8 THE APPROACH

® Bootstrap sample the training data (~100x)
® Build a model on each sample
®* Compute the prediction for each record

* Compute the range / standard deviation for each record (100 models)

®* Small range or standard deviation means every model predicts a similar value ->

consistent predictions

® Large range or standard deviation means models disagree, and the record isn’t
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2 FOR SOME RECORDS,

CONFIDENCE IN THE PREDICTED SCORE IS STABLE

Score Distribution Score Distribution

[
&
lg.
-
-]

.
(]
z

No. of occurances in column

092 093 094 095 096 097 098 0.99 1.00

P (TARGET =1) 8 . B 0.9; (TAROGgEGT _ 1(;.97

Score Distribution
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CONFIDENCE IN THE PREDICTED SCORE
CAN VARY WILDLY

Score Distribution Score Distribution

Row0#518

No. of occurances in column
_(D o o o o
o - I - -
~N o N w ~N
wv o w o w

e
o
a
=}

0.2 0.3 0.4 0.5 0.6 . . . . 0.0 0.1 0.2 03 0.4 0.5 0.6 0.7 0.8 09
P (TARGET = 1) P (TARGET =1)
Score Distribution Score Distribution
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ity A FEW EXAMPLES: LOW CONFIDENCE

Measure Edrecord1 [Ejdrecord2 [EJrecord3 [Ejrecordd K3
Count(TARGET)

Mean(P (TARGET=1))

Standard deviation(P (TARGET=1))

Min*(P (TARGET=1))

Max*(P (TARGET=1))

Range(P (TARGET=1))

survived
age
pclass_1
pclass_3
female

© ABBOTT ANALYTICS 2001-2024, ALL RIGHTS RESERVED.




A

ity A FEW EXAMPLES: HIGH CONFIDENCE

Measure record1 record 2 record 3 record 4
Count(TARGET)

Mean(P (TARGET=1))

Standard deviation(P (TARGET=1))

Min*(P (TARGET=1))

Max*(P (TARGET=1))

Range(P (TARGET=1))
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