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Research Summary

Artificial intelligence (AI) scientists are strong advocates for responsible AI practices. The competitive market for AI talents compels AI technology firms to commit to responsible AI principles to attract top talent. We hand collected responsible AI principles of over 8,700 firms, and connected the data with firms’ AI job postings, academic publications, and patents. We demonstrate that firms with a growing demand for AI scientists, particularly in deep learning, which has an even tighter labor market, are more inclined to adopt responsible AI principles. Moreover, corporate AI scientists’ collaborations with academia and their PhD granting institutions’ publications on responsible AI further predict firms’ commitment to responsible AI principles. Our findings highlight labor market’s significant role in shaping corporate social responsibility practices within the AI industry.

Managerial Summary

For AI companies, embracing socially responsible AI practices is not just about ethics; it is a strategic move to attract top talent, because AI scientists are among the most avid advocates for responsible AI practices. Our study of over 8,700 AI companies found a strong link between their commitment to responsible AI principles, hiring patterns, and innovation output. Companies actively seeking AI experts in competitive markets for talents are more likely to commit to responsible AI practices. When their AI scientists collaborate with academia or are trained by universities with stronger responsible AI publications, companies are also more likely to adopt responsible AI principles. This study highlights how the competition for human capital drives companies to prioritize socially responsible practices highly valued by their talents.
It is an increasingly accepted that a firm’s employees can wield significant influence over corporate social responsibility (CSR) initiatives. This belief stems from the understanding that higher employee turnover, particularly when fueled by dissatisfaction, can be costly for firms striving to retain talent (Bode, Singh, & Rogan, 2015; Portocarrero & Burbano, 2023). However, labor market research suggests that employees’ bargaining power diminishes when firms can easily replace them (Brown, Gianiodis, & Santoro, 2015; Mailath & Postlewaite, 1990). Our research intends to reconcile this tension by focusing on the burgeoning field of responsible Artificial Intelligence (AI). The rapid advancements of AI technologies generate serious concerns over their social consequences on fairness, accountability, transparency, privacy, and security. Consequently, companies at the forefront of AI technology development are increasingly expected to establish “responsible AI principles” that place constraints on their research and development activities towards the broader social good (Jobin, Ienca, & Vayena, 2019). Importantly, it is often the scientists engaged in AI development who are among the most vocal advocates for such principles (Vincent, 2018).

In our study, we argue that an AI technology firm’s demand for AI scientists drives the firm to commit to responsible AI principles, because competitive nature of the AI scientist labor market bolsters their bargaining power vis-à-vis firms, such that to attract talent, firms must offer comprehensive packages that include both pecuniary and non-pecuniary benefits (Ahmed, 2022), including a pledge to responsible AI development. Thus, this relationship is particularly strong when the firm actively compete for talent within the most competitive deep learning labor market segment. We further examine the heterogeneity of AI scientists regarding their propensity to advocate for responsible AI principles. Recognizing that the discourse on responsible AI mostly takes place within academic institutions, we explore two pathways linking firms’ AI scientists
with universities: a “spillover channel” arising from collaboration with academic researchers, and a “training channel” originating from the PhD programs that educated these AI scientists. We thus hypothesize that firms are more likely to commit to responsible AI principles when their AI scientists collaborate more extensively with university researchers and when these scientists have received their doctoral training from institutions that more actively involved in responsible AI research.

There exists no systematic compilation of AI principles by any industrial association or social activists. Therefore, we hand-coded whether AI-developing firms have released an AI principle and analyzed the content of these principles from 2018 through 2022 using topic modeling (Hannigan et al., 2019). This effort resulted in the collection of 125 AI principles. Before empirically testing our hypotheses, we offer evidence-based descriptions of what responsible AI principles are and firms’ need for AI scientists. Our textual analysis of the AI principles reveals that they are highly homogeneous, exhibiting a significant overlap in content. This convergence in what is expected in responsible AI principles is consistent with prior research (Jobin et al., 2019). Such convergence may mitigate concerns that heterogeneity in AI principles may lead to divergent demands on firms. Furthermore, we show that corporations are at the forefront of conducting basic research in AI, which explains their demand for AI scientists, and that there is a shortage of AI scientists in the labor market.

We combine the data on AI principles with various datasets, including the Burning Glass dataset which covers over 200 million job postings in the United States, over 1.7 million patents approved by the USPTO and over 1.1 million publications in top-tier computer science journals and conferences. Our analysis reveals that firms with a 1 unit increase in job postings for AI research positions exhibit a 22% higher odds of embracing responsible AI principles. We find
that this relationships is primarily driven by companies actively seeking talent in deep learning, the most cutting-edge and recent segment of AI technology, which faces the most acute shortage of skilled researchers. To eliminate the possibility that firms adopt AI principles solely because they are engaged in AI research and therefore more inclined to recognize the significance of responsible AI, we make a clear distinction between two groups: AI scientists, who generate AI research and are known to predominantly advocate for responsible AI principles, and AI inventors, who apply this research to develop AI patents., may also encounter the necessity for responsible AI, but do not actively advocate for responsible AI. Consistent with our argument, a firm’s commitment to responsible AI principles only correlated with its AI research but not its AI patents.

Finally, we present results concerning the heterogeneity of AI scientists within firms, akin to a “dose-response” approach aimed at generating evidence that is closer to the theoretical mechanism (Callaway, Goodman-Bacon, & Sant’Anna, 2021). Through ad hoc analysis, it becomes evident that universities are at the forefront of responsible AI research. We then show that a 1 unit increase in collaboration with university researchers is associated with a 28% increase in a firm’s odds of committing to responsible AI principles. Furthermore, when AI scientists are graduates of PhD-granting computer science departments ranked top 50 in conducting responsible AI research, firms odd to enhance their adherence to responsible AI principles by 19%. These seemingly disparate findings collectively contribute to the body of evidence supporting the key theoretical argument that the acceptance of the importance of responsible AI by AI scientists is a driving force behind firms’ adoption of responsible AI principles.
This paper demonstrates the value of bridging two otherwise separate fields. In the realm of CSR research, our paper provides a robust theoretical foundation and substantial empirical evidence to contextualize a firm’s adoption of CSR within the labor market, the source of its human capital. While the CSR literature recognizes that demand by employees can influence a corporation’s CSR practices (Bode et al., 2015; Portocarrero & Burbano, 2023), it is noteworthy that not all labor and not at all times can exert this influence. Factors such as tight labor market conditions, a firm’s reliance on key employees, and the degree to which these key employees prioritize CSR all play pivotal roles in enhancing a firm’s commitment to CSR practices (Brown et al., 2015). To this literature, the study of responsible AI principles shows that firms’ adoption of CSR is inherently connected with labor market demand, firms’ technological advancements, and features of human capital within firms.

This study generates novelty insights into the rapidly growing field of AI technology development. While firms are actively engaged in AI technology development (Ahmed, Wahed, & Thompson, 2023; Miric, Jia, & Huang, 2023), they also face increasing pressure to address the social consequences of AI, along with the looming threat of regulations (Candelon, di Carlo, De Bondt, & Evgeniou, 2021). Despite the recognition of this issue, there exists limited academic research on when and why firms would voluntarily commit to responsible AI principles. By integrating approaches from the CSR literature, we reveal that AI scientists play a pivotal role in driving a firm’s commitment to socially responsible AI. This effect stems from the bargaining power of these talented individuals, which, in turn, is influenced by labor market conditions and firms’ innovation activities. Consequently, we can make relatively precise predictions about where, when, and how responsible AI can further advance.
Finally, we underscore the importance of our novel dataset. To our knowledge, it represents the first systematic compilations of firms’ responsible AI principles, essential for examining the social responsibilities of AI technologies. Additionally, we demonstrate the practical potential of linking this data with multiple existing large datasets on firms’ technology development and labor demand.

RESPONSIBLE AI AND CORPORATE CONCERNS

Rapidly advancing AI technologies are poised to reshape a broad spectrum of socioeconomic activities (Agrawal, Gans, & Goldfarb, 2019). While it is evident that AI technologies can generate substantial benefits, such as increased efficiency (Tong, Jia, Luo, & Fang, 2021), concerns over the potential social harms they may generate have also become more prominent. Issues of fairness and bias arise, questioning the equitable distribution of AI’s benefits and burdens (Cowgill, Dell’Acqua, & Matz, 2020). Accountability remains a critical point of contention, as stakeholders demand clarity on who bears responsibility for AI-driven decisions (Collina, Sayyadi, & Provitera, 2023). Transparency in AI processes is another pressing issue, as opaque algorithms challenge the very fabric of open, informed decision-making (Pedreschi et al., 2019). Privacy concerns are amplified as AI’s capabilities in data processing outpace current regulatory frameworks, raising alarms about the security of personal information (Brayne, 2017).

AI scientists and technologists champion responsible AI development due to their deep understanding and expertise in the field (Gofman & Jin, 2022). Their position at the forefront of technological innovation places them in a unique position to recognize both the transformative potential and the challenges that come with advanced AI systems. They are often the first to
identify and address the multifaceted risks (Buolamwini & Gebru, 2018). This is evidenced by the fact that most discussions and writings on responsible AI manifest in the form of academic publications (Ahmed, Das, Martin, & Banerjee, 2024). Recent research indicates that frontiers responsible AI research is predominantly undertaken by universities, which excel both in the volume and the quality of their contributions (Ahmed et al., 2024). In contrast, the industry has a limited presence in responsible AI research although they are dominating the frontiers of research in AI technologies (Ahmed et al., 2023).

Activists advocating for responsible AI typically push for several key principles. The first is to guide AI development in a direction that is beneficial, fair for society as a whole and respectful of human rights. For example, concerns about AI tools being unfair to racial minorities or AI tools exhibiting sexism are notable among technology workers. Additionally, they want these tools to be used with certain boundaries in mind, such as no military usage, no usage in capturing illegal immigrants, and no outsourcing decisions to kill humans to AI. Moreover, privacy and security are also key concerns. In particular, the Cambridge Analytica scandal triggered the response against misuse of user data.

However, the advocacy for responsible AI principles often encounters reluctance, if not outright resistance, from the very firms that develop AI technologies (Ali, Christin, Smart, & Katila, 2023). Firms’ main concerns are that the adoption of these principles introduces additional constraints that are seen as compromising the commercial objectives.

First, the adoption of responsible AI immediately incurs staffing costs, and maintaining these personnel introduces an additional layer of expenses. In fact, many firms downsized their AI ethics teams during periods of layoffs, indicating that these teams could be costly without significantly contributing to commercial value (Criddle & Murgia, 2023).
Second, the implementation of responsible AI principles can introduce delays in the development process. It may require extensive reworking of AI systems to ensure fairness and privacy, and it can also stall the development of certain profitable technologies that are questioned for their alignment with these principles. This slowdown can result in firms losing their first mover advantage. For instance, consider the case of Google, where internal resistance delayed the launch of their own ChatGPT. The company had to grapple with addressing ethical concerns and ensuring responsible AI practices before introducing the technology to the market, which led to a missed opportunity for an early competitive edge (Metz & Isaac, 2023).

Third, a palpable concern exists that adhering to responsible AI principles might restrict the autonomy of firms, particularly regarding their commercial motives, as these principles can be perceived as external impositions. An illustrative example is Google’s decision in October 2018 to withdraw from consideration for a lucrative $10 billion Pentagon contract. The company attributed its withdrawal to a conflict with the ethical principles it had recently introduced for artificial intelligence. This move came in response to employee protests over a previous Pentagon contract known as Maven, which applied machine learning to drone imagery (Wakabayashi & Scott Shane, 2018).

Furthermore, strict adherence to responsible AI might be seen as negatively impacting a firm’s competitive edge, particularly if their rivals do not follow suit. In fact, observers tend to hold large technology firms to a different standard than smaller startups, therefore they have to move slower and more cautiously than others (Metz & Isaac, 2023). Similarly, Apple has been cautious in their approach to generative AI, the CEO said “We’ve been working on generative AI for years and have done a lot of research,” … “[a]nd we're going to approach it really thoughtfully and think about it deeply, because we’re fully aware of the not-good uses that it can
have, and the issues around bias and hallucination and so forth. You know, we've never felt an urgency to be first, we’ve always felt an urgency to be best, and that is how we go into this as well.” (Phelan, 2023)

Finally, committing to responsible AI principles can give rise to additional concerns, particularly regarding what is often referred to as “ethics washing.” An illustrative case involved criticism directed at Amazon for its donation to the National Science Foundation (NSF) in support of AI research. One academic, Nic Weber, Assistant Professor at the University of Washington's iSchool, questioned this action, stating, “Why does Amazon get to prominently feature its logo on a national solicitation (for a relatively modest $7.6 million in basic research) when it profits in the multibillions from AI that is demonstrably unfair and harmful?” This example highlights how public perception and skepticism surrounding a firm’s commitment to responsible AI principles can come into play (Lahoti, 2019).

Despite such resistance, it is crucial to engage firms in adhering to responsible AI principles, because firms play a central role in advancing AI research, unlike the diminishing involvement of companies in the corporate science of other fields (Arora, Belenzon, & Patacconi, 2018). We turn to this point next.

HYPOTHESES: LABOR MARKET AND CORPORATE COMMITMENT TO RESPONSIBLE AI

The Corporate Drive Behind AI Research

Over the last thirty years, a strong pattern has formed in scientific research, characterized by a “division of innovative labor” (Arora et al., 2018). Historically significant corporate R&D labs, like Xerox PARC, have seen a reduction in their numbers and research contributions. In
contrast, universities have stepped up as the main contributors to basic research. This shift is largely due to their access to government-funded research grants and a drive to pursue studies that might not yield immediate commercial benefits. Consequently, corporations are increasingly leaning on university research funded and shared publicly, especially in basic research domains (Fleming, Greene, Li, Marx, & Yao, 2019).

However, when it comes to the development of AI technologies, the roles are reversed. Firms are now at the forefront of basic AI research and are producing more influential studies in this field (Ahmed et al., 2023). A key factor influencing this trend is a unique aspect of AI research: the necessity for extensive datasets and computational power.

First, universities struggle to collect large-scale databases as effectively as corporations do through their business operations (Shokri & Shmatikov, 2015). In contrast, companies gather substantial user data through their business activities, a practice that has intensified recently (Hartmann & Henkel, 2020). This abundance of data enables corporations to engage in basic AI research to navigate the technical complexities of managing and analyzing large datasets. Google, for instance, has developed numerous methods like MapReduce to address the challenges of processing extensive internet data. Although academic researchers contribute valuable theoretical knowledge to AI, many of the practical breakthroughs and innovations in the AI field have been driven by corporate efforts.

Second, significant computational resources are required to train deep learning models (Hestness et al., 2017). Studies indicate that the advancements in AI and its enhanced effectiveness compared to previous techniques can be largely attributed to the increased availability and application of computing power (Hestness et al., 2017; Thompson, Grenewald, Lee, & Manso, 2020). Industry has a significant advantage in since they own large data centers
which allow them to access compute at a scale that would be prohibitively costly for nonprofits or universities. Furthermore, many AI firms have designed their own computing chips similar to GPUs to gain and maintain competitive advantage. Consequently, research suggests that industry AI models are on average 29 times larger than academic AI models (Ahmed et al., 2023).

**Securing AI Scientists in a Competitive Labor Market**

To bolster their AI research, companies must attract highly skilled AI scientists, individuals deeply versed in scientific methodology and adept in the scholarly discourse surrounding AI. These experts are typically equipped with PhDs, a qualification that necessitates an average of 5-6 years of rigorous academic training. Academic institutions invest considerable time and effort in identifying prospective students and training them into PhD graduates in AI. However, this training process is slow for the surging demand for such skilled professionals in the labor market. Both corporate entities and society at large have recognized the transformative potential of AI technology and are eager to capitalize on its applications, fueling an intense competition for these valuable experts (Metz, 2017; The Economist, 2016a). Therefore, the job market for AI scientists is remarkably competitive. Due to the shortage in talent supply prompted private firms to hire away faculty members from universities which negatively affected local startup formation (Gofman & Jin, 2022). For example, Carnegie Mellon University, a leading AI research university lost 50 AI scientists including tenure track faculty members to Uber in 2015 (Lowensohn, 2015). As described by Peter Lee, Co-head of Microsoft Research, there is a “bloody war for talent in this [AI] space” (Parloff, 2016).

In a labor market characterized by high demand and a limited supply of workers, the dynamics of value distribution shift in favor of employees, enhancing their bargaining power to obtain what they desire (Brown et al., 2015; Molloy & Barney, 2015). Elite scientists desire
more than monetary compensation. These individuals highly value the freedom to pursue their own research interests—work that not only aligns with their intellectual passions but also makes a significant contribution to their field and is recognized by their peers (Merton, 1973). As a result, non-pecuniary rewards, such as the liberty to investigate topics of personal curiosity and to shape the trajectory of the research community are crucial (Agarwal & Ohyama, 2013; Ahmed, 2022). This autonomy in research direction is not just a peripheral benefit; it is often a decisive factor in attracting and retaining top talent. For instance, Chris Nicholson, CEO of the deep-learning company Skymind, has noted, “if you try to recruit AI researchers by promising lots of money and zero peer recognition, you won’t get very far.” (Alba, 2017).

Corporations that understand and cater to this intrinsic motivation often find themselves at an advantage. For example, Kim & Mahoney, (2007: 21) describes Merck’s success in securing researchers as follows: “Research scientists come to Merck because Merck offers them the resources and the freedom to pursue research projects that are not necessarily the most economically profitable ones, and these scientists are essential for the competitive advantage of Merck in developing pharmaceutical drugs.” In contrast, firms that do not cater to AI talent will have a hard time in recruiting and retaining talent. For instance, Palantir CEO said that “I’ve had some of my favorite employees leave” due to their objection to the firm’s acceptance of the contract with Immigration and Customs Enforcement (ICE) (Allen, 2020).

When considering the various factors at play, we argue that firms heavily involved in AI research have a substantial demand for AI scientists. In a tight labor market, they have less bargaining power vis-à-vis these experts. This dependence makes firms more susceptible to the influence of AI scientists, leading them to be more responsive to the specific needs of these professionals. When AI scientists promote responsible AI practices, firms deeply immersed in AI
research and thus heavily reliant on AI scientists are more inclined to accommodate these preferences, despite the increasing costs and the perceived risks that responsible AI principles may pose to their R&D process. Consequently, these firms tend to adopt and uphold the principles of responsible AI. Therefore, we formulate our first hypothesis (H1) as follows:

**Hypothesis 1 (H1): Firms with a higher demand for AI scientists are more likely to commit to responsible AI principles.**

**Exacerbating Factor: Corporate Demand for Deep Learning Scientists**

We now turn to a particularly high-demand segment of the AI talent labor market, which consists of deep learning researchers. Deep learning, a subbranch of AI and machine learning, gained significant prominence since the 2010s. It involves the use of deep neural networks, which are composed of multiple layers of interconnected nodes (artificial neurons). These deep neural networks are designed to learn complex patterns and features from large amounts of data (LeCun, Bengio, & Hinton, 2015).

Deep learning models have had a profound impact on the development of AI technology for several key reasons. First, deep learning algorithms excel at processing and learning from massive datasets, enabling them to identify intricate patterns and make advanced predictions. This capability has led to groundbreaking advancements in fields such as image and speech recognition (Russakovsky et al., 2015; The Economist, 2016b). Second, deep learning algorithms possess a self-learning capability that sets them apart from traditional programming. They do not require explicit instructions or feature engineering to learn from data. As a result in areas where there is ample data available like natural language processing and computer vision they perform well (LeCun et al., 2015). Third, deep learning models are highly versatile and adaptable to a wide range of applications, spanning from healthcare diagnostics to financial modeling. Their scalability enables them to tackle complex real-world problems (The Economist, 2016b).
For these reasons, there is a substantial demand for the advancement of deep learning technologies. However, it’s important to note that deep learning represents just one subset of AI/ML technologies, and the number of scientists trained in this field each year remains limited. Within the broader AI field, deep learning constitutes a relatively small subfield. Before 2012, there was a notable stigma associated with neural networks, as this area of research had not yielded the desired results (Hooker, 2020). Only a small group of academics were engaged in research within this specific domain.

Moreover, the tacit nature of underlying deep learning knowledge has contributed to challenges in rapidly developing a vast pool of skilled talent. This difficulty is exacerbated by researchers’ limited understanding of the mechanics behind deep learning, a factor contributing to the limited codification of knowledge in this field (Chen, 2019; Martineau, 2019). Consequently, the acquisition of this knowledge requires extensive first-hand experimentation. This has resulted in a slow dissemination of expertise, creating a notable disparity between the demand for and the availability of skilled professionals in this area.

The undersupply of deep learning talent, compared with the market demand for them, resulted in a higher bargaining power for them. This is evident in their salary. The Vox (Bergen & Wagner, 2015) reports from 2015 that “An engineer proficient in deep learning can earn upward of $250,000 a year at places like Google and Facebook, according to several sources; exceptional or more experienced ones can net seven-figure salaries.” This increased payment to deep learning professionals continued even in 2018. The New York Times wrote “… A.I. specialists with little or no industry experience can make between $300,000 and $500,000 a year in salary and stock. Top names can receive compensation packages that extend into the millions.” (Metz, 2018).
Because of the even tighter labor market for deep learning scientists, we argue that firms’ demand for deep learning scientists particularly drives their commitment to responsible AI principles.

**Hypothesis 2 (H2):** Firms with a higher demand for deep learning scientists are even more likely to commit to responsible AI principles.

**Heterogeneity of Corporate AI Scientists**

At the heart of the current analysis is the presupposition that AI scientists are proponents of responsible AI principles. We now examine heterogeneity among AI researchers concerning their engagement with this discourse. Variability in exposure to conversations on responsible AI among scientists can serve as a “dose-response” test (Callaway et al., 2021). This approach allows us to quantitfy the outcome of committing to AI principles based on corporate scientists’ varying level of exposure to the discourse on responsible AI, thus taking us closer to the underlying mechanism.

The responsible AI discourse predominantly occurs within academic institutions (Ahmed et al., 2024). We propose two primary channels that potentially expose corporate AI scientists with these principles. The first is the “spillover channel,” where corporate scientists in collaboration with academic researchers may find themselves more exposed to the currents of thought advocating for responsible AI. Such collaborations, which often result in joint academic publications, are common for technology firms (Mindruta, 2013). As corporate scientists work alongside their academic counterparts, they are more likely to engage in the dialogue about responsible AI, increasing the potential to resonate with them. Consequently, firms whose scientists engage more frequently in collaborative efforts with university researchers in AI research and publication are more inclined to adopt responsible AI principles. This relationship is captured by Hypothesis 3 (H3).
Hypothesis 3 (H3): Firms whose AI scientists collaborate more extensively with academia are more likely to commit to responsible AI principles.

Corporate scientists may have been influenced by the prevailing academic discourse on responsible AI, primarily through their foundational education in PhD programs. These programs, often housed within various academic computer science departments, serve as an important “training channel,” imparting not only technical knowledge but also ethical standards. It is important to note that the level of engagement in responsible AI research is not uniform across these departments; some are known for their prolific contributions to the topic, consistently publishing on responsible AI development. While engagement in conventional AI research is correlated with responsible AI research, there is a marked difference in the level of engagement. For instance, MIT, CMU, GeorgiaTech are the top 3 producers in conventional AI research. However, in responsible AI research CMU, Harvard and UW are the top 3 producers of responsible AI research. In particular, Harvard and UW are number 11th and 15th respectively in conventional AI research. This showcases that being a leader in responsible AI research does not automatically result in a leader in conventional AI research. Scientists who have been trained in such proactive academic environments are likely to have developed a deeper understanding of and commitment to responsible AI. This, in turn, enhances the likelihood that they will champion responsible AI principles in their professional endeavors within the corporate sector. Their academic lineage, therefore, has significant implications for the adoption of responsible AI principles by firms, as captured by Hypothesis 4 (H4):

Hypothesis 4 (H4): Firms whose AI scientists received their doctoral training from institutions more actively involved in responsible AI research are more likely to commit to responsible AI principles.
DATA, VARIABLES, AND METHODS

Identify AI Firms

To create a comprehensive list of firms that develop AI technologies, we start with the USPTO patent data. We define a firm with AI research experience if that firm has at least one AI patent with the USPTO under the class “computer systems based on specific computational models.” This CPC class was selected after extensive consultations with two USPTO examiners. This resulted in a sample of 1826 firms with at least one AI patent between 2000 and 2019.¹

One limitation of this sample is that there might be many other firms that have published AI principles but are not part of our sample since they may not have secured an AI patent by 2019. Therefore, we take a more expansive approach to augment the current sample. We use Burning Glass Technologies’ AI job posts data to complement this sample. The presence of AI job postings serves as an indicator of a firm's involvement in AI activities. Specifically, we focused on companies with a minimum of five AI-related job advertisements on BGT’s platform in 2019. This criterion yielded a list of 8,734 firms engaging in AI including the AI-patent holding firms. It should be noted, however, that the vast majority of these entities were private firms or startups and their AI research engagements were often minimal or nonexistent (as measured by their AI research or patenting activities).

Collection of Responsible AI Principles

The absence of a centralized repository of organization-level responsible AI principles led us to hand-collect the data. We took an extensive manual process to collect comprehensive firm-level responsible AI principles, relevant links, and associated text data. This extensive data

¹To validate our result we use (Miric et al., 2023)’s dataset on AI patents. We find that our AI patent holding firms cover more than 90% of AI patents listed by their dataset. This increases confidence that our dataset is capturing the AI research and commercializing organizations.
collection effort was conducted by a team of six research assistants who manually searched the web. First, the research assistants used Google.com with the firm name and an extensive list of responsible AI related keywords\(^2\) and if a firm’s responsible AI principle was not found they also searched in Bing.com. Once a relevant webpage was identified, the research team utilized archive.org—a digital repository that regularly archives web pages—to retrieve the corresponding details (e.g., the first time the website was posted online). The full text detailing the responsible AI principle was then carefully transcribed. Additionally, the initial publication year for each set of principles was systematically recorded from the archive.org’s first appearance. This website allows us to observe the first time a firm publicly adopts responsible AI principles. Subsequently, a pair of research assistants independently reviewed each firm entry to avoid missing data. Finally, to bolster the reliability of our findings, a co-author performed a random audit of the assembled list, confirming the accuracy of the collated information. This data collection process was undertaken between November 2022 and May 2023.

We restricted our dataset to only include AI principles published in English. During our search process, we excluded any unofficial materials such as firms’ engagement on Twitter or other social media posts. Here, we consider only the official website, under the company's main domain (or subdomain), or official blog posts as valid indicators of the adoption of responsible AI principles. This resulted in a dataset of AI ethics principles from 125 firms to our knowledge, of

which 86 of them are public firms. This dataset is the most comprehensive private responsible AI principles dataset to our knowledge.

For additional validation exercise, we consulted two existing databases of AI principles, Alethicist.org and algorithmwatch.org. Both sources include a number of public and private responsible AI principles. However, these sources were not regularly up to date and included data on primarily reputed organizations, therefore increasing concerns about selection bias in the sampling process.

**Key Variables**

*Responsible AI Principles (ResAI)* is the dependent variable indicating if a firm has publicly adopted a responsible AI principle or not. This binary variable takes the value 1 if a given firm releases a publicly available responsible AI principle.

*Demand for AI Scientists* is the first key explanatory variable. To create this variable first, we classify AI job posts with an extensive list of keywords (see Appendix B) based on prior literature (Alekseeva, Azar, Gine, Samila, & Taska, 2019). Subsequently, we search for job postings that specify a requirement for a PhD degree. The total count of job postings with such a requirement are then recorded and log transformed to create the final count. Finally, we take the average of the prior 3 year’s of data.

Using the same approach, we calculate the *Demand for Deep Learning Scientists* by identifying job postings related to deep learning, utilizing a specific set of keywords (see Appendix A). We then evaluate whether these posts require a PhD degree for the position. Finally, we take the average for the last 3 year’s data and log transform it as before.

We collect all AI firms’ patent portfolios from the USPTO, both AI and non-AI patents. Next, we merge this patent data with their publications data from Scopus. All the different
variations of a firm name are used to look for Scopus publications. This data collection entailed a combination of manual verification and Python web scraping given the nontrivial number of variations of these firm names. As before, for publications, we have each firm’s AI publications and non-AI publications. To classify AI papers, we use an extensive list of keywords presented in Appendix A1. Finally, we merge this data with the job posting data from Burning Glass Technologies. To merge with burning glass technologies data, we manually searched for company names. To ensure accuracy and completeness, we painstakingly refined these search processes.

**Firm-University Collaboration:** We take the average of the prior 3 year’s of total number of firm papers that had at least one university collaborator and then log transform it as before. We create two more variations of it: *Firm-University Collaboration AI* and *Firm-University Collaboration DL*, indicating if that is AI collaboration or deep learning paper collaboration respectively.

**Firm-University Responsible AI Recruitment:** This measures to what extent firms’ recruited AI scientists had responsible AI exposure at graduate school. To calculate this, first, we calculate a responsible AI score for the top 50 universities. This score is a ratio of total responsible AI research to total conventional AI research. Then we count the number of AI scientists recruited by each firm and weight the total number with the aforementioned score. This final score helps us to test the training channel for AI scientists.

**Number of AI patents.** we calculate the average of the total AI patents filed over the past three years. Then we log transform the average count. We collect this AI patent data from USPTO and use a specific CPC class (*computer systems based on specific computational models*) to classify AI patents.

---

3 The list of universities were obtained from csranking.org, a well-known Computer Science ranking website
4 We excluded quantum computing related patents from AI patents
**Number of non-AI patents.** We calculate the average number of AI patents filed over the last three years and apply a logarithmic transformation to this average count. We collect this data from USPTO. If a CPC class was not under the AI patent category, it was regarded as a non-AI patent.

**Number of AI papers.** To create this, as before we calculate the average number of AI patents filed over the last three years and then apply a logarithmic transformation to this average. We collect this data from Scopus and use an extensive list of words to classify AI papers.

**Number of non-AI papers.** we tally the total number of publications from the preceding three years that are not relevant to AI, applying a log transformation to this count. As before, this was collected from Scopus and if the paper did not have any AI keywords, we counted this under variable.

**Control variables**

To accurately isolate the effects of employee pressure on the adoption of responsible AI principles, we include a series of control variables in all of our models. We merge our data with the Compustat data.

**Firm size:** we count the average total number of employees for the past three years and log transform it. **Firm revenue:** we calculate the average total revenue for the past three years and log transform it. **Firm R&D Expenditure:** we take the average of total R&D spending and log transform the variable to consider the skewness of R&D spending among firms. This variable helps us to control for firm-level time variant factors that could affect their recruiting and spending in CSR.

**Method:**
We estimated the likelihood that a firm would adopt a public responsible AI principle using the following logistic regression model, captured by Equation (1)

\[ Pr (ResAI_i = 1) = F (\beta_1 \text{Demand for AI research scientist}_i + \beta_2 \text{Demand for Deep Learning research scientist}_i + \beta_3 \text{Firm-University Collaboration}_i + \beta_4 \text{Industry}_j + \beta_5 \text{Controls}_i + \epsilon_i) \quad Eq (1) \]

Where i represents firm, j represents industry. ResAI is the dependent variable indicating if a firm has publicly adopted a responsible AI principle or not. We cluster the standard errors to consider heteroskedasticity and correlation in the error term due to repeated measurements for each firm over time. Controls\(_i\) is a matrix for firm-level controls like firm-size and firm revenue. Additionally, we include an industry level fixed effects based on the SIC code to control for industry factors that might affect the adoption of responsible AI principles.

RESULTS

Descriptions of Responsible AI Principles

We provide descriptions of the responsible AI principles we collect through the above step to offer a better understanding of our data and the research context. To discern the underlying themes, we use topic modeling, an unsupervised machine learning technique, analysis on the full text of 86 public firms’ responsible AI principles. We analyzed the text with different topic numbers, which largely produced similar results. Here, we present the results for two sets of topics (namely 5 topics and 10 topics). In both cases, our analyses suggest that across all these principles core themes of responsible AI are quite similar. Consistent with prior research (Jobin et al., 2019)
we find that, firms have largely converged to a small set of core issues in their responsible AI principles. In particular, we find that privacy, transparency, fairness and bias are the major themes in these principles. These themes were also found in prior research in public and global nonprofit organizations’ responsible AI research (Jobin et al., 2019). This is not surprising that firms were borrowing ideas from public organizations’ principles.

***INSERT Table 1 HERE***

Our topic modeling analysis suggests that firms are not heterogeneous in their approach about AI principles. These principles are also consistent with the demands of AI scientists who care about the technology’s downstream cases to be fair, unbiased and more beneficial to the broader society.

The plot of the number of AI firms’ adoption of responsible AI principles over time suggests that increasingly firms are publishing more responsible AI principles. However, the total number of responsible AI principle is still quite limited to the active number of AI firms.

***INSERT Figure 1 HERE***

**Descriptions of Labor Market Supply of AI Scientists and Deep Learning AI Scientists**

In Fig 2, we present descriptive evidence that there was a significant gap between the demand for deep learning AI scientists and the total supply of AI scientists. This is a very conservative test because not all AI scientists could work on deep learning techniques. This is because deep learning research and commercialization requires extensive training.

**INSERT Figure 2 HERE**
RESULTS

To test our hypotheses, we use logistic regression and report the results for the independent and control variables in Table 2. Here, Model 1 suggests that the best predictor of the adoption of responsible AI is AI research publications ($\beta=0.265$, $p=0.001$). This indicates that 1 unit increase in AI research increases the odds of responsible AI adoption by almost 30%. On the other hand, the number of AI patents does not have a strong relationship ($p=0.700$). This confirms our intuition that it is the AI research not AI patents which is driving the adoption. In Model 2, we add a key independent variable, the demand for AI scientists and we find that the effect size is positive and a strong predictor ($\beta=0.202$, $p=0.004$). This supports our hypothesis 1, which states that firms with a higher demand for AI scientists are more likely to commit to AI principles. We find that 1 unit increase in the demand for AI scientists increases the odds of AI principle adoption by 22%. Similarly, in Model 3, we find that the demand for deep learning scientists is also positive and a strong predictor ($\beta=0.197$, $p=0.016$). This supports our hypothesis 2, which states that firms with a higher demand for deep learning scientists are more likely to adopt AI principles. We find that 1 unit increase in the demand for deep learning scientists leads to 22% additional odds of adopting responsible AI principles.

To get a better understanding of the bargaining power of deep learning scientists, we categorize AI scientists into two groups – deep learning AI scientists and non-deep learning AI scientists. We run a placebo test in Model 4 with the variable demand for non-deep learning AI scientists. We find that this variable is not a strong predictor ($p=0.576$) suggesting that it is primarily the bargaining power of deep learning scientists which led to the adoption of these principles.
Next, we turn our attention to the next set of hypotheses which also get deeper into the mechanisms of our theory. In Table 3, we present the results of additional models where we consider firms’ relationship with universities and the background of the hired AI scientists. Here, we present three different models each of which counts the number of firm-university collaboration. In Model 1, we find that 1 unit increment firm-university collaborative paper increases the odds of AI principle adoption by almost 28% (p=0.000). This confirms our hypothesis 3 is which states that if firms collaborate more with universities they are more likely to adopt responsible AI principles. Similarly, in Models 2 and 3, we find that both variables Firm-University Research Collaboration AI and Firm-University Research Collaboration DL are positively significant.

Finally, in model 4, we find that Firm Responsible AI Recruitment, which explicitly considers the ethics ratio of research of the universities, is also positive and significant (β=0.173, p=0.08). This supports our Hypothesis 4 which states that firms with AI scientists hired from institutions with stronger responsible AI research would have a higher likelihood of adopting responsible AI principles. We find that 1 unit increment in AI scientist recruitment increases the odds of AI principle adoption by almost 19%.

Robustness analysis

We conducted multiple supplemental analyses to corroborate our theoretical argument for the adoption of AI principles. For our measurement instead of 3-year periods, we also took 5-year
periods and the results are consistent with our prior results. This increases confidence that the results are not driven by a small temporal factor.

Additionally, we ran models with the rare event logit model (King & Zeng, 2001) to take into account the fact that our dataset has more 0s or non-adoption than adoption. This method produces relatively impartial and more consistent estimates of logit coefficients and their variance-covariance matrix, adjusting for the limitation of infrequent occurrences. We find that all four of our hypotheses were supported and found similar results.

**Limitations**

We acknowledge limitations of this study. Including potential unobservable factors that could affect both our independent and dependent variables. For example, one possible alternative explanation is that firms’ involvement in AI research may heighten their awareness of the potential social harm these new technologies can cause, leading them to embrace responsible AI principles. However, our qualitative data and additional empirical analyses suggest that it was bargaining power which contributed to the result. In our model with the demand for deep learning scientists, we added AI research as a variable. We find that indeed the most significant factor was the demand for deep learning talent and the AI research variable was statistically insignificant.

One could argue that academic institutions’ hiring data is not the best way to measure the impact of training on firms’ adoption of AI principles. It is due to the fact that top universities that are highly productive in AI are also likely to be highly productive in responsible AI research. However, our analysis shows that it is not necessarily top institutions that do more research in responsible AI. Indeed, several institutions not typically recognized as top-tier in conventional AI research have outpaced their elite counterparts in responsible AI research. This
observation alleviates the concern about any assumed correlation between conventional AI research expertise and responsible AI research.

**DISCUSSION AND CONCLUSION**

In the rapidly evolving field of AI technology, there is a growing call from key stakeholders for companies to embrace social responsibility in their AI development efforts. Among the most vocal advocates for responsible AI principles are the AI scientists who conduct research in this domain. However, many companies are hesitant to commit to these principles, fearing that they might impede their business development. Our research reveals that firms with a higher demand for AI scientists are more inclined to adopt responsible AI principles. We propose that this is due to the scarcity of AI scientists in comparison to the surging demand for their expertise in technology-driven companies. Consequently, companies are more willing to accommodate their needs.

Corroborating this theory, we find that a firm’s commitment to responsible AI principles is particularly influenced by their need for scientists in deep learning, which is the most sought-after market segment and faces the greatest gap between supply and demand for skilled professionals. Furthermore, to reinforce our argument that AI scientists drive firms to embrace responsible AI principles, we demonstrate that the exposure of corporate AI scientists to academia, where discussions on responsible AI are prevalent, plays a pivotal role in shaping a firm’s commitment. This exposure includes collaboration between AI scientists and researchers in universities, as well as training provided by academic institutions actively engaged in responsible AI research.
For the active research on corporate social responsibility, this study demonstrates the significant influence of the labor market on a firm’s commitment to responsible practices, as noted by previous research (Bode et al., 2015; Portocarrera and Burbano, 2023). However, our contribution hinges on highlighting how corporate decisions on social responsibility practices are deeply embedded in the context of business operations and market. Critical factors shaping the connections between employees’ preference and firms’ adoption of socially responsible practices include the importance of these employees to a firm’s core business, the ease with which they can be replaced (labor market competitiveness), and the extent to which these employees advocate for specific social responsibility practices. Therefore, a comprehensive understanding of corporate social responsibility, often examined within the nonmarket strategy domain, should be grounded in a deep comprehension of a firm's operational dynamics and the prevailing market conditions. This approach aligns with the call for an “integrated strategy,” as advocated by (Baron, 1995).

The emerging field addressing the social responsibility of AI technologies has predominantly focused on external activists’ attempts to encourage firms to adopt responsible AI principles, often resulting in resistance from corporations. Our research directs attention inward, within the firms themselves. Specifically, we highlight the role of certain key employees, such as AI scientists directly engaged in technology development, in influencing a firm’s decision-making regarding social responsibilities. This presents a promising avenue for expanding responsible AI practices. However, it is worth noting that not all personnel involved in AI technologies seem to possess this influential role. For instance, inventors responsible for developing AI patents do not appear to significantly impact a firm’s likelihood of committing to
responsible AI principles. Therefore, our conclusion is not solely based on the personnel involved in AI technology development being the secret source for corporate commitment to responsible AI. Instead, it emphasizes the importance of these individuals themselves actively advocating for responsible AI and recognizing their capacity to wield influence within the organization for such outcomes to materialize.
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Figure 1: The number of AI firms adopting responsible AI principle is growing over time
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Figure 2: The disparity between the demand for deep learning researchers vs the supply of AI scientists in the US. Here blue line indicates the demand for deep learning talent (Burning Glass Technologies job posts data, the total number of deep learning job posts with PhD requirements) and the red line indicates the supply of AI talent (US data, CRA survey data, annual count of AI specialized PhD).

### TABLE 1: Top Keywords from Topic modeling results [Responsible AI principle full text]

#### 5 Topics: top keywords

- 'Topic 1: ai, technologies, human, principles, utilization, nec, customers, people, development, use',
- 'Topic 2: ai, group, human, data, use, products, principles, society, services, ethical',
- 'Topic 3: ai, data, systems, use, shall, governance, system, privacy, policy, development',
- 'Topic 4: ai, data, systems, use, bias, principles, human, development, privacy, people',
- 'Topic 5: must, ai, data, systems, rights, transparency, insights, regulations, humans, firms'

#### 10 Topics: top keywords

- 'Topic 1: ai, technologies, ethical, said, systems, principles, quinn, ethics, human, scientific',
- 'Topic 2: ai, bmw, group, data, applications, use, principles, human, technologies, intelligence',
- 'Topic 3: ai, data, relax, system, systems, position, development, legal, information, may',
- 'Topic 4: ai, data, bias, fairness, systems, use, ml, human, model, ensure',
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Table 2: summary statistics

<table>
<thead>
<tr>
<th>Variable Name</th>
<th>Obs</th>
<th>Mean</th>
<th>SD</th>
<th>Min</th>
<th>Max</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand for AI Scientists</td>
<td>1828</td>
<td>0.648</td>
<td>2.03</td>
<td>0</td>
<td>17.124</td>
</tr>
<tr>
<td>Demand for Deep Learning Scientists</td>
<td>1828</td>
<td>0.32</td>
<td>1.31</td>
<td>0</td>
<td>13.59</td>
</tr>
<tr>
<td>Demand for Non-Deep Learning AI Scientists</td>
<td>1828</td>
<td>0.525</td>
<td>1.76</td>
<td>0</td>
<td>16.08</td>
</tr>
<tr>
<td>Firm-University Research Collaboration</td>
<td>1828</td>
<td>1.411</td>
<td>3.28</td>
<td>0</td>
<td>20.575</td>
</tr>
<tr>
<td>Firm Responsible AI Recruitment</td>
<td>1828</td>
<td>0.35</td>
<td>3.26</td>
<td>0</td>
<td>86.01</td>
</tr>
<tr>
<td>ResAI</td>
<td>1828</td>
<td>0.0465</td>
<td>0.21</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>AI Research stock</td>
<td>1828</td>
<td>1.057</td>
<td>2.73</td>
<td>0</td>
<td>19.746</td>
</tr>
<tr>
<td>AI Patents stock</td>
<td>1828</td>
<td>0.741</td>
<td>1.34</td>
<td>0</td>
<td>13.31</td>
</tr>
<tr>
<td>Non AI Patents stock</td>
<td>1828</td>
<td>4.295</td>
<td>5.96</td>
<td>0</td>
<td>27.183</td>
</tr>
<tr>
<td>Demand for Non-AI Scientist</td>
<td>1828</td>
<td>1.53</td>
<td>3.52</td>
<td>0</td>
<td>24.265</td>
</tr>
<tr>
<td>Firm Size</td>
<td>546</td>
<td>3.41</td>
<td>2.16</td>
<td>0.001</td>
<td>10.066</td>
</tr>
<tr>
<td>Firm Revenue</td>
<td>546</td>
<td>11.232</td>
<td>4.19</td>
<td>0.001</td>
<td>25.072</td>
</tr>
<tr>
<td>R&amp;D Spending</td>
<td>496</td>
<td>7.74</td>
<td>3.65</td>
<td>0</td>
<td>21.66</td>
</tr>
</tbody>
</table>

Table 2. Results of logistic regression with the adoption of responsible AI principles as dependent variable
<table>
<thead>
<tr>
<th>DV: Adoption of Responsible AI principles</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Demand for AI Scientists (t-1)</td>
<td>0.202***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.004)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demand for Deep Learning Scientists (t-1)</td>
<td></td>
<td>0.197**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Demand for Non-Deep Learning AI Scientists (t-1)</td>
<td></td>
<td></td>
<td>0.060</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.576)</td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI Research stock (t-1)</td>
<td>0.265***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.001)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI Patents stock (t-1)</td>
<td>-0.005</td>
<td>-0.003</td>
<td>-0.014</td>
<td>-0.056</td>
</tr>
<tr>
<td></td>
<td>(0.700)</td>
<td>(0.981)</td>
<td>(0.913)</td>
<td>(0.128)</td>
</tr>
<tr>
<td>Non AI Patents stock (t-1)</td>
<td>-0.015</td>
<td>0.031</td>
<td>0.019</td>
<td>0.022</td>
</tr>
<tr>
<td></td>
<td>(0.785)</td>
<td>(0.553)</td>
<td>(0.070)</td>
<td>(0.665)</td>
</tr>
<tr>
<td>Demand for Non-AI Scientist (t-1)</td>
<td>0.133**</td>
<td>0.028</td>
<td>0.126*</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.022)</td>
<td>(0.708)</td>
<td>(0.083)</td>
<td></td>
</tr>
<tr>
<td>Firm Size (t-1)</td>
<td>0.275</td>
<td>0.605***</td>
<td>0.455**</td>
<td>0.526***</td>
</tr>
<tr>
<td></td>
<td>(0.217)</td>
<td>(0.005)</td>
<td>(0.034)</td>
<td>(0.016)</td>
</tr>
<tr>
<td>Firm Revenue (t-1)</td>
<td>-0.011</td>
<td>-0.119</td>
<td>-0.067</td>
<td>-0.130</td>
</tr>
<tr>
<td></td>
<td>(0.960)</td>
<td>(0.558)</td>
<td>(0.735)</td>
<td>(0.607)</td>
</tr>
<tr>
<td>R&amp;D Spending (t-1)</td>
<td>0.256</td>
<td>0.262</td>
<td>0.283</td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.568)</td>
<td>(0.187)</td>
<td>(0.170)</td>
<td>(0.143)</td>
</tr>
<tr>
<td></td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
</tr>
<tr>
<td>Industry FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>496</td>
<td>496</td>
<td>496</td>
<td>496</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-83.626</td>
<td>-90.065</td>
<td>-87.245</td>
<td>-90.056</td>
</tr>
</tbody>
</table>

Note: *p<0.1, **p<0.05, ***p<0.01; p-values are reported in the parentheses
Table 3. Results of logistic regression with the adoption of responsible AI principles as dependent variable

<table>
<thead>
<tr>
<th>DV: Adoption of Responsible AI principles</th>
<th>Model 1</th>
<th>Model 2</th>
<th>Model 3</th>
<th>Model 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Firm-University Research Collaboration(t-1)</td>
<td>0.247***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.000)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm-University Research Collaboration AI (t-1)</td>
<td>0.253***</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>(0.007)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm-University Research Collaboration DL (t-1)</td>
<td></td>
<td>0.288**</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>(0.016)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Firm Responsible AI Recruitment (t-1)</td>
<td></td>
<td></td>
<td>0.173*</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td>(0.083)</td>
<td></td>
</tr>
<tr>
<td>Control variables</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>AI Patents stock (t-1)</td>
<td>0.053</td>
<td>-0.058</td>
<td>-0.062</td>
<td>-0.076</td>
</tr>
<tr>
<td></td>
<td>(0.694)</td>
<td>(0.680)</td>
<td>(0.659)</td>
<td>(0.559)</td>
</tr>
<tr>
<td>Non AI Patents stock (t-1)</td>
<td>-0.051</td>
<td>-0.006</td>
<td>0.005</td>
<td>0.024</td>
</tr>
<tr>
<td></td>
<td>(0.359)</td>
<td>(0.910)</td>
<td>(0.919)</td>
<td>(0.631)</td>
</tr>
<tr>
<td>Demand for Non-AI Scientist (t-1)</td>
<td>0.104*</td>
<td>0.135*</td>
<td>0.138**</td>
<td>0.128*</td>
</tr>
<tr>
<td></td>
<td>(0.078)</td>
<td>(0.018)</td>
<td>(0.014)</td>
<td>(0.021)</td>
</tr>
<tr>
<td>Firm Size (t-1)</td>
<td>0.275</td>
<td>0.437**</td>
<td>0.461**</td>
<td>0.526***</td>
</tr>
<tr>
<td></td>
<td>(0.110)</td>
<td>(0.047)</td>
<td>(0.036)</td>
<td>(0.013)</td>
</tr>
<tr>
<td>Firm Revenue (t-1)</td>
<td>-0.013</td>
<td>-0.051</td>
<td>-0.048</td>
<td>-0.058</td>
</tr>
<tr>
<td></td>
<td>(0.949)</td>
<td>(0.803)</td>
<td>(0.816)</td>
<td>(0.770)</td>
</tr>
<tr>
<td>R&amp;D Spending (t-1)</td>
<td>0.115</td>
<td>0.168</td>
<td>0.190</td>
<td>0.226</td>
</tr>
<tr>
<td></td>
<td>(0.568)</td>
<td>(0.394)</td>
<td>(0.331)</td>
<td>(0.234)</td>
</tr>
<tr>
<td></td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
<td>(1.000)</td>
</tr>
<tr>
<td>Industry FE</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
<td>Yes</td>
</tr>
<tr>
<td>Observations</td>
<td>496</td>
<td>496</td>
<td>496</td>
<td>496</td>
</tr>
<tr>
<td>Log Likelihood</td>
<td>-82.915</td>
<td>-86.273</td>
<td>-87.076</td>
<td>-87.757</td>
</tr>
</tbody>
</table>

Note: *p<0.1, **p<0.05, ***p<0.01; p-values are reported in the parentheses

Appendix A

List of words to classify AI papers

Appendix B

This list of keywords is based on (Alekseeva et al., 2019) with a few minor additions: